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ABSTRACT
Climate change has threatened human society and natural ecosystems, yet public opinion surveys 
have found that public awareness and concern are very deficient. If society is unaware of climate 
change, activities such as open burning, deforestation, and releasing excessive carbon dioxide gases 
would not be reduced. There are several methods to detect public opinion on climate change, and 
one of the convenient and efficient methods is conducting sentiment analysis on Twitter. This study 
uses machine learning techniques to collect and analyze public opinion on climate change from 
Twitter. Due to the increasing occurrences of natural disasters worldwide, understanding public 
awareness of climate change is crucial. The objective of the study is to analyze public sentiment 
on the awareness of climate change based on the Support Vector Machine (SVM) algorithm. The 
methodology for the study consists of several phases: data collection, pre-processing, labeling, 
feature extraction and classifier evaluation. The evaluation results indicated that SVM achieved 
a high accuracy of 91% with an 80:20 data split. The SVM classifier model has also produced 
high precision, F1-score, and recall results. The government could use the study results and non-

governmental organizations (NGOs) to help 
them spread awareness on climate change 
issues. Future work will improve the classifier 
by analyzing non-English tweets and using 
SentiWordNet to handle word ambiguity in the 
messages. 
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sentiment, Support Vector Machine



98 Pertanika J. Sci. & Technol. 33 (S3): 97 - 121 (2025)

Norlina Mohd Sabri, Izzatul Syahirah Ismail, Nik Marsyahariani Nik Daud and Nor Azila Awang Abu Bakar

INTRODUCTION

Climate change is one of the important issues today and has often been associated with global 
warming. This association makes sense since one of the effects of climate change is global 
warming. According to an encyclopedic entry from National Geographic, climate change 
refers to long-term shifts in global temperatures and atmospheric characteristics, including 
typical weather patterns in a specific region (National Geographic Society, 2019). Today, 
the climate is evolving, with temperatures rising worldwide. Climate change can bring a lot                      
of harm and difficulties to all the living things on this earth if this issue is always ignored. 
For example, the farmers will face difficulties maintaining and growing crops because of 
the expected temperature and rainfall levels. Other than that, climate change can cause 
a rise in sea level and damage the land due to increased flooding and erosion. Therefore, 
climate change has become a major concern because the impact of climate change is big 
and irreversible. Climate change is undeniably one of the threats to humans, animals, and 
the environment today. 

Even though the effects of climate change are very obvious today, many people are 
still ignorant due to many factors, such as economic factors. People all over the world 
are still lacking awareness and concern for climate change. There is a need to know the 
public perception periodically on this matter to educate and warn the world. Humans must 
be aware of this issue and be prepared to prevent climate change. Knowing the public 
perception of this issue can help boost the preparation to prevent climate change and bring 
awareness to humans. One of the most convenient and efficient methods to detect public 
opinion on climate change is sentiment analysis on social media. In general, sentiment 
analysis focuses on systematic identification, extraction, quantification, and research of 
subjective data. It also belongs to the broader research area of social media content analysis. 
Sentiment analysis requires using a range of tools, principally, computational linguistics 
(Alkhatib et al., 2020; Yogi et al., 2024). Sentiment analysis helps track emotional trends 
over time and analyze information shared on social networks (Ramanathan et al., 2024; 
Singleton et al., 2019). In this context, sentiment analysis is used to analyze public opinion 
on climate change and determine if social media users are falling behind or are aware of 
the conversation about climate change. 

Social media, such as Facebook, Twitter, and Tumblr, have become the trends and the 
most admired communication medium used on the internet. Each day, millions of texts appear 
on these micro-blogging sites. Social media serves as a valuable source of information, 
enabling users to share their opinions on various topics and engage in discussions on 
current issues without restrictions (Joseph et al., 2024; Loureiro & Alló, 2020). This study 
has chosen Twitter as one of the most popular                    microblogging sites, with more than 330 
million monthly users worldwide. Twitter has increasingly become a top choice to raise 
awareness on            a                             variety of topics (Otero et al., 2021; Ram et al., 2024). Analyzing the real-
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time monitoring of public opinion                      about climate change on social media can be utilized 
for decision-making in problematic situations. Social media can be a valuable source of 
information to the debate on current issues and allow individuals from different cultures, 
backgrounds, and preferences to share their opinions and concerns with no restrictions 
(Alkhatib et al., 2020; Singh et al., 2024). Based on this motivation, the objective of the 
study is to analyze the public sentiment on the awareness of climate change over Twitter 
based on the Support Vector Machine (SVM) algorithm. The SVM classifier should 
be able to classify the tweets into positive (aware) or negative (not aware) sentiments. 
Machine learning-based sentiment analyses have proven reliable, and the techniques can 
produce good performance (Singh et al., 2024; Sudhir & Suresh, 2021). Previous studies 
have classified climate change sentiments tweets from the public using SVM and other 
algorithms such as Random Forest, Logistic Regression, Naive Bayes, Decision Tree, 
Neural Network, CNN and also RNN (Anhsori & Shidik, 2024; Anoop et al., 2024; Baguio 
et al., 2023; Ray & Kumar, 2023; Thenmozhi et al., 2024; Varshney et al., 2022; Wang et 
al., 2020). In this study, the Support Vector Machine (SVM) algorithm has been chosen 
due to its exceptional capability in solving various problems related to regressions and 
classifications (Kumar, 2020; Reddy et al., 2022). Analyzing the public’s opinion can help 
to spread climate change awareness, and sentiment analysis is one of the methods that is 
convenient and efficient in detecting public views on climate change. Based on similar 
works that had been conducted on climate change sentiment analysis, many approaches 
have been proposed. Even with the emergence of new algorithms such as CNN and RNN, 
algorithms such as SVM are still being applied for text analysis, as seen in the latest works 
(Ahnsori & Shidik, 2024; Thenmozhi et al.,2024). Thus, for this work, SVM is chosen to 
solidify the arguments that SVM is still relevant for text analysis.

MATERIALS AND METHODS

The study's methodology consists of data collection, pre-processing, sentiment annotation, 
feature extraction, classifier training and evaluation phases. This study has proposed the 
SVM algorithm to solve the climate change sentiment classification problem. The core 
principle of SVM is to identify linear separators within the search space, which separate 
the different classes. Figure 1 shows the phases of the methodology for this study. The 
following discussion explains the research methodology phases.

phases. 
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Data Collection

In this project, the Twitter API was accessed using Tweepy to scrape data from Twitter. 
Tweepy is an open-source Python package that facilitates interaction with the Twitter API. 
It provides a collection of classes and methods representing Twitter’s models and API 
endpoints. Additionally, Tweepy manages various implementation aspects, including data 
encoding and decoding, HTTP requests, and OAuth authentication. In this project, Tweepy 
scraped 9244 rows of data using keywords, which were #ActonClimate, #ClimateEmergency,  
#ClimateReality,  #ClimateCrisis, #ClimateChaos and #ClimateAction. Then, the data were 
stored in a CSV file to proceed to the next phase. This study scraped the Twitter data from 
March until August 2022. This was the period after the Covid-19 restriction orders were 
slowly lifted all over the world.

Data Pre-processing

Data pre-processing involves transforming raw data into a structured format, enabling the 
extraction of valuable information for training the model. It helps to get rid of unhelpful 
parts of the data. In machine learning processes, data pre-processing is important to ensure 
that large datasets are formatted so that learning algorithms can interpret and process their 
data content. Several steps have been taken to process the raw data before continuing 
with the data labeling. Text Cleaning, Tokenization, Normalization, Lemmatization, and 
Remove Duplicates are steps.

Text Cleaning

The first step in the text cleaning was lowercasing all the tweets to maintain the flow 
consistency during the NLP tasks and text mining (Singhal, 2020). Twitter tweets could be 
labeled or unlabeled, and these tweets are noisy. In order to remove the noise, the tweets 
must be cleaned first. Twitter usually contains informal sentences, URLs, and emojis, as 
most Twitter users use spoken language when posting a tweet (Otero et al., 2021)Cleaning 
is required to help analyze the dataset. Figure 2 shows the code fragment to lowercase all 
the tweets, including the output. 

The second step was to remove any URL links and HTML reference characters in the 
tweets. Then, the next task was to remove placeholders such as 'LINK,' 'VIDEO' and any 
filler text that temporarily held any URL and HTML link for typesetting and layout. The 
following step was to remove Twitter handles and non-letter characters such as punctuation, 
question marks, symbols such as hashtag (#), slash (/) and other unwanted entities such as 
â, € and more. Next, stop words were removed to eliminate low-value information from 
tweets and emphasize essential content. This process helps reduce the dataset size, leading 
to shorter training times by minimizing the number of tokens involved. Afterward, the 
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cleaned data were ready to proceed to the next steps: tweet normalization, tokenization 
and lemmatization.

Tokenization

Tokenization separates a piece of text into smaller units called tokens to build blocks of 
Natural Language (Pai, 2022). The following tokens are then used to prepare vocabulary 
for the count vectorizer and boost the purpose of the SVM model. Figure 3 shows the code 
snippet for tokenization using the TweetTokenizer function from the nltk.tokenize library. 
The figure also shows the tokenized words column in the output. 

Figure 3. Code snippet for tokenization and the output

Normalization

Data normalization aims to improve the cohesion of entry types and organize the data to 
make it consistent across all contents. Since tweets often contain non-standard words such 

Figure 2. The code fragment to lowercase the tweets and the output
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as acronyms and misspelled words, normalization is helpful in reducing the number of 
unique tokens in the data. Figure 4 shows the output after the data is normalized.

Figure 4. The output after the data is normalized

Lemmatization

Lemmatization is a technique used in NLP to switch words to their base root form. 
The process removes inflectional suffixes and prefixes to return a word to its dictionary 
form (Wali, 2022). According to Singhal (2022), lemmatization is better than stemming. 
Sometimes, stemming loses the actual meaning of the words even though lemmatization and 
stemming have the same goal: returning the base or dictionary form of a word. Therefore, 
this study adopted the lemmatization over stemming technique. 

Remove Duplicates

The last step in data pre-processing was to remove duplicates. Duplicate tweets can disrupt 
the division of train, validation, and test sets, potentially causing biased performance in 
the Support Vector Machine model (Chorev, 2021). After removing duplicates, 4037 rows 
of tweets were left. Figure 5 shows the tweets after the data pre-processing phase was 
completed.

Sentiment Annotation

Sentiment annotation, or data labeling, involves identifying raw data and assigning 
meaningful and informative labels to provide context for the machine learning model to 
learn effectively. Labeled data is also used to train the NLP models to make predictions 
or understand the text. This study used a Python library called Textblob to label the data. 
Firstly, the sentiment polarity function was called to return the polarity of the TextBlob. 
Figure 6 shows the code snippet for labeling using the sentiment polarity function and 
the output.
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In Figure 6, the ‘label’ contains a float from -1 to 1 corresponding to each text. This 
label column will be transformed into a categorical column using the code in Figure 7. 

Figure 5. The results after data pre-processing 

Figure 6. Code snippet for labeling data and the output
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Figure 7. Code snippet to categorize the label floats

If the polarity is between -1 and 0, it is labeled as negative; if the polarity ranges 
between 0 and 1, it is positive. Otherwise, it is neutral. Figure 8 below shows the counts 
of each data set based on their classes. 

Figure 8. Counts of each data based on their classes

However, this study does not require data that was labeled as neutral. Only positive 
and negative data were used in this classification problem. Therefore, the neutral-labeled 
data were removed, leaving only 1870 rows of data to proceed to the next step. 

Figure 9 shows the labeled data with an additional column ‘sentiment’ that changes the 
negative label to -1 and the positive label to 1. Value 1 indicates that the public is aware 
of climate change, while value -1 indicates that the public is unaware of climate change.

Figure 9. Labeled data
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Feature Extraction

Feature extraction converts raw data into 
numerical features while retaining the 
essential information from the original 
dataset. The process can be accomplished 
manually or automatically using either 
method, such as Term Frequency-
Inverse Document Frequency (TF-IDF) 
or Bag of Words (BOW). This study has 
implemented the TF-IDF method using 
sklearn. TF-IDF is used to calculate the 
weight of each word. In this technique, 
words with higher TF-IDF weights are 
regarded as more representative and kept, 
while those with lower weights will be discarded. The Term Frequency (TF) of a particular 
term (t) is calculated as the number of times a term occurs in a document and is divided 
by the total number of words. Inverse Document Frequency (IDF) is used to calculate the 
importance of a term because some terms occur frequently but are not important such as 
“is,” “are,” “also,” “the,” and many more (Ahuja et al., 2019). In other words, TF measures 
how frequently a word occurs in the text, while IDF decreases the weight of terms that 
occur very frequently and increases the weight of terms that rarely occur instead (Shofiya 
& Abidi, 2021). The output is shown in Figure 10 to get a clearer glimpse of the IDF 
values. The word ‘climate’ is expected to have the lowest IDF values since this word 
appears in every document in the tweets collection. The lower the IDF value of a word, 
the less unique the word.  

Support Vector Machine Implementation

Support Vector Machine (SVM) is a supervised machine learning algorithm capable of 
addressing regression and classification problems (Arora, 2020). The SVM algorithm 
has been particularly prominent in text classification performance in recent years. In this 
study, after the data has been processed and divided, the data is ready to be processed by 
the SVM classifier. SVM is an algorithm that constructs a line or hyperplane to divide data 
into distinct classes. The objective of SVM is to establish an optimal decision boundary 
that separates an n-dimensional space into distinct classes, enabling accurate classification 
of new data in the future. The first step is defining the kernel matrix. A kernel in SVM is a 
function that simplifies complex computations, efficiently solving classification problems. 
The SVM kernel in this project can be defined by the 𝐾𝐾𝑗𝑗𝑗𝑗 = 𝑗𝑗��⃗�𝑥𝑗𝑗  , �⃗�𝑥𝑗𝑗  � =  �⃗�𝑥𝑗𝑗  ∙  �⃗�𝑥𝑗𝑗                                                                                            matrix shown in Equation 1.

Figure 10. IDF values for the most frequent words
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𝐾𝐾𝑗𝑗𝑗𝑗 = 𝑗𝑗��⃗�𝑥𝑗𝑗  , �⃗�𝑥𝑗𝑗  � =  �⃗�𝑥𝑗𝑗  ∙  �⃗�𝑥𝑗𝑗                                                                                            [1]

The kernel matrix defining the transformation is symmetric. Figure 11 shows the 𝐾𝐾𝑗𝑗𝑗𝑗 = 𝑗𝑗��⃗�𝑥𝑗𝑗  , �⃗�𝑥𝑗𝑗  � =  �⃗�𝑥𝑗𝑗  ∙  �⃗�𝑥𝑗𝑗                                                                                             
matrix construction to be used in the SVM classifier of this project, and Figure 12 shows 
the 𝐾𝐾𝑗𝑗𝑗𝑗 = 𝑗𝑗��⃗�𝑥𝑗𝑗  , �⃗�𝑥𝑗𝑗  � =  �⃗�𝑥𝑗𝑗  ∙  �⃗�𝑥𝑗𝑗                                                                                            values obtained. The structure of the kernel matrix is an array. 

Figure 11. Code snippet for finding K matrix

Figure 12. K-values obtained

Then, the next step is to set up and minimize the dual function given the constraints 
using cvxpy tools. The tools allow the user to express a convex optimization problem in 
a readable form, convert it into a format that can be used to call a solver and translate the 
result into a readable form. This step is crucial before recreating the hyperplane of the 
SVM classifier. The code snippet is shown in Figure 13 below.

Figure 13. Code snippet to minimize the dual function
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The next step is to recreate the hyperplane. The code to recreate the hyperplane is 
shown in Figure 14. 

Figure 14. Code snippet to recreate the hyperplane

Equation 2 shows how the plane's parameter is modified to fulfill the SVM plane’s 
formula.

𝑤𝑤��⃗ ∙  �⃗�𝑥 − 𝑏𝑏 = 0                                                                                                                                  [2]

The above formula is also equivalent to 𝑤𝑤��⃗ ∙  �⃗�𝑥 − 𝑏𝑏 = 0                                                                                                                                  𝑤𝑤��⃗ ∙  �⃗�𝑥 − 𝑏𝑏 = 0                                                                                                                                  𝑤𝑤��⃗ ∙  �⃗�𝑥 − 𝑏𝑏 = 0                                                                                                                                 , which is the equation of the 
separating hyperplane (Siong, 2019). 𝑤𝑤��⃗ ∙  �⃗�𝑥 − 𝑏𝑏 = 0                                                                                                                                  is the normal direction of the plane, and 𝑤𝑤��⃗ ∙  �⃗�𝑥 − 𝑏𝑏 = 0                                                                                                                                  is 
a form of threshold. If 𝑤𝑤��⃗ ∙  �⃗�𝑥 − 𝑏𝑏 = 0                                                                                                                                  is calculated to be bigger than 𝑤𝑤��⃗ ∙  �⃗�𝑥 − 𝑏𝑏 = 0                                                                                                                                 , it belongs to a class. If 
not, then it belongs to another class. Ultimately, after the hyperplane is created, the SVM 
classifier is built by deploying the obtained hyperplane. Figure 15 shows the code snippet 
to build the SVM classifier. 

Figure 15. Code to build the SVM classifier

Classifier Training and Performance Evaluation

Classifier training is an important phase in which the SVM classifier learns to distinguish 
between positive and negative sentiments. Before the training, the dataset has to be split 
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into the training and testing ratios based on the hold-out method. The classifier is then 
evaluated using the appropriate performance measurements. The performance evaluation 
plays a significant role in accuracy measurement through a sentiment analysis word level 
(Mohamed & El-din, 2017). The performance of the SVM classifier can be evaluated based 
on accuracy, precision, recall, F1-Score, and receiver operating characteristic (ROC). One 
of the common techniques used to evaluate the performance of sentiment analysis is the 
Confusion Matrix.

Confusion Matrix

The confusion matrix is a tool used to evaluate the performance of machine learning 
classification models, accommodating two or more output classes. It is particularly 
valuable for assessing recall, precision, and accuracy. This matrix is commonly employed 
to illustrate how well a classification model performs on a test dataset with known actual 
values (Markham, 2020). A confusion matrix is also used to summarize the prediction results 
of a classification problem (Brownlee, 2020). Figure 16 shows the confusion matrix. The 
rows represent the instances in an actual class, while the columns represent the instances 
in a predicted class.

Figure 16. Confusion matrix

The basic terms in the confusion matrix are true positive (TP), true negative (TN), 
false positive (FP), and false negatives (FN). These basic terms are used to calculate the 
rates often computed from a confusion matrix. The first-rate that can be computed from a 
confusion matrix is accuracy. Accuracy measures how often a sentiment rating is correct. 
The accuracy can be calculated using Equation 3.

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)
  [3]



109Pertanika J. Sci. & Technol. 33 (S3): 97 - 121 (2025)

Public Sentiment on Awareness of Climate Change Based on SVM

Next, the second rate is precision, which measures the exactness of a classifier. Higher 
precision means fewer false positives. Otherwise, lower precision means more false 
positives. Equation 4 shows how the precision of the project can be obtained.

𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)
  [4]

The confusion matrix can also compute the recall rate and F-measure. Recall rates 
measure the completeness or sensitivity of a classifier. A higher recall means fewer false 
negatives, while a lower recall means more false negatives. The F1 Score estimates the 
accuracy of a test by considering Precision and Recall. The Recall and F1 Score can be 
calculated using Equations 5 and 6.

𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)
                                                                                       (5) 

𝐹𝐹1 𝑀𝑀𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝐴𝐴𝑃𝑃 =  
2 (𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗  𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅)
(𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 +  𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅)

         

 [5]𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇

(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)
                                                                                       (5) 

𝐹𝐹1 𝑀𝑀𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝐴𝐴𝑃𝑃 =  
2 (𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗  𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅)
(𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 +  𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅)

          [6]

ROC Curve

The ROC curve is a metric used to evaluate classification models across different threshold 
settings, indicating the model's ability to distinguish between classes (Narkhede, 2021). It 
can also be described as a graphical representation that assesses the diagnostic performance 
of binary classifiers (Chan, 2020). The ROC curve is constructed by plotting the True 
Positive Rate (TPR) on the y-axis against the False Positive Rate (FPR) on the x-axis. To 
summarize the performance of a classifier, the common approach is to calculate the area 
under the ROC curve (AUC). An excellent model has a value of AUC near 1. It means it 
has a good measure of separability (Narkhede, 2021).

RESULTS AND DISCUSSION

This section provides the results of the SVM classifier model performance evaluation. It 
covers the Confusion Matrix evaluation, the hold-out method, and the AUC calculation 
results. The elaboration of results also includes data exploration, which has been done 
through word cloud generation.

Confusion Matrix Results

One suitable tool for evaluating behavior and understanding the effectiveness of a 
categorical classifier is the confusion matrix. The confusion matrix is a 2-dimensional 
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array comparing predicted labels to the true label. For binary classification, the categories 
are True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). 
Figure 17 shows this study's confusion matrix results based on the 80:20 split of data 
training and testing.

Figure 17. Confusion matrix of the classifier

Based on Figure 17, the diagonal from the top left to the bottom right contains the 
correctly predicted observations. Based on the confusion matrix above, the total predictions 
are 375. TP shows that there are 104 correctly predicted positive instances, while FP 
shows that there are 25 incorrectly predicted positive instances by the model. There are 
nine instances where the model incorrectly predicted the negative class (FN). On the 
contrary, the classifier model has correctly predicted 237 negative instances (TN). The 
total number of correct predictions is 341 (TP+TN), while the incorrect predictions are 34 
(FN+FP). The confusion matrix shows that the SVM model performs well overall, with 
high accuracy and recall. Although the confusion matrix gives a detailed view of the total 
number of predictions, understanding how good the model is at classifying awareness of 
climate change samples is complicated. Therefore, the classification report is built to show 
the metrics that quantify the model's performance.

Classification Report

A classification report is a performance evaluation metric that shows the SVM classifier 
model's precision, recall, F1 Score, and support. In this project, the classification report 
also represents the confusion matrix. Table 1 shows all the metrics in the classification 
report to better understand the result obtained.
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Table 1 
Metrics in classification report (Kharwal, 2021)

Metrics Definition
Precision Describes how well the model can predict the labels correctly.
Recall Describes how the model can retrieve all of the labels correctly.  
F1 Score The weighted average of precision and recall. 
Support The number of actual occurrences of the class in the dataset.

A function from the sklearn.metrics library called classification_report is used to 
generate the classification report. Figure 18 shows the code fragment to view this project's 
machine learning model's classification report, and Figure 19 shows the output. 

Figure 18. Code to display the classification report on the classifier

Figure 19. Classification report on the classifier

Figure 19 displays the classification report, which summarizes the performance of 
the SVM classification model across two classes, positive (class 1) and negative (class 
-1), based on an 80:20 data split. For the positive class (class 1), the precision shows that 
90% of predictions were correct, and the recall shows that 96% of actual instances were 
correctly classified. The value of 0.93 of the F1-score shows a very strong performance 
for the positive class (class 1). As for the negative class (class -1), the precision shows that 
92% of predictions were correct, and the recall shows that 81% of actual instances were 
correctly classified. The value of 0.86 of the F1-score shows the harmonic mean of precision 
and recall, indicating strong but slightly lower recall for the negative class (class -1).

The overall metrics show that the model correctly classified 91% of all instances. The 
macro average results show the values of 0.91, 0.88 and 0.90 for the precision, recall and 
F1-score, respectively. The macro average shows the unweighted average of the metrics for 
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both classes. It treats both classes equally, regardless of their support. As for the weighted 
average, the results show the values 0.91 for the precision, recall, and the F1-score. This 
weighted average considers each class's support (number of samples), making it more 
representative of the actual class distribution.

Based on the classification report, the model performs very well overall, with an 
accuracy of 91%. The positive class (class 1) has slightly lower precision but higher recall, 
indicating that the model effectively captures most positive cases (96%). The negative 
class (class -1) has higher precision but lower recall, meaning some negative instances 
are not classified as positives. The F1 score shows a good balance between precision and 
recall, particularly for the positive class (class 1). The classification report reflects strong 
performance for both classes. However, in the future, the model could be further improved 
for the negative class (class -1) to increase recall (reduce false negatives). This might 
involve balancing the dataset, fine-tuning the model, or adjusting classification thresholds.

Hold-out Method

The hold-out method is a straightforward and widely used technique for assessing the 
performance of machine learning models. It involves dividing the dataset into distinct 
subsets for training and testing, allowing evaluation of the model's ability to generalize 
new, unseen data. In classification problems, different training and testing data sizes usually 
can affect the classifier's performance. Therefore, it is necessary to compare the ratio of 
data splits through the hold-out method. Table 2 shows the accuracy, precision, F1-score 
and recall rates when the data are divided into 60:40, 70:30 and 80:20 ratios.

Table 2 
Comparison between values of evaluation metrics with different ratios of data splitting

Evaluation Metrics Training and Testing Ratio
60:40 70:30 80:20

Accuracy 86% 87% 91%
Precision 88% 88% 91%
F1-Score 83% 85% 90%
Recall 81% 84% 88%

Table 2 shows a slight difference in the evaluation metrics values between the ratios. 
However, when the data are divided into 80% training and 20% testing, the results could 
exceed 90%. From the table, it can be seen that the higher the amount of testing data, the 
better the results will be. Thus, the best data split for this project is 80% for data training 
and 20% for data testing. The accuracy and precision obtained are 91%, which shows how 
well the model could classify the sentiments correctly. The high F1-score of 90% represents 
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the harmonic means between the precision and recall results. The accuracy result in this 
study is also higher than the result of the SVM classification (82.9%) in one of the similar 
works (Ruz et al., 2020). The accuracy of SVM in this study has shown that the algorithm 
could generate good and reliable performance in this classification problem.   

ROC Curve

The receiver operating characteristic (ROC) curve represents a classification model's 
performance across various thresholds. It plots two key metrics: true and false positive rates. 
Figure 20 shows the ROC curve results for the best model with a split data ratio of 80:20.

Figure 20. ROC Curve for the best model

In a ROC curve, a higher X-axis value indicates a higher number of FP than TN. 
Meanwhile, a higher Y-axis value shows a higher number of TP than FN. The area under 
the ROC curve (AUC) provides the information needed to compute the points in an ROC 
curve. Based on Figure 20, the ROC curve rises steeply towards the top-left corner of the 
graph, indicating a high True Positive Rate (TPR-sensitivity) with a low False Positive 
Rate (FPR). The steep rise in the curve suggests that the model achieves a high TPR while 
keeping the FPR low. The SVM model has an 88% probability of correctly differentiating 
between randomly selected positive and negative instances. The model performs much 
better than random guessing (AUC = 0.5). The value 0.88 indicates that the SVM model 
performs very well distinguishing between positive and negative classes. The AUC for 
this SVM classifier with a data split of 80:20 has shown good performance with a 0.88 
value. Bhandari (2022) states that a higher AUC indicates better model performance in 
distinguishing between the two classes.
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The ROC curves for the other two models based on the data split of 60:40 and 70:30 
are shown in Figure 21. Based on the figure, the green curve represents the data split of 
70:30, while the red curve represents the 60:40 data split. The green curve shows that the 
classifier model performs slightly better than the other model, meaning it has a higher 
true positive rate for a given false positive rate. The green curve is slightly higher than 
the red curve, indicating better classification performance with more training data (70% 
training vs 60% training). In this research, increasing the training data ratio has improved 
classification performance. This can be proven by the performance of the best model 
(AUC 0.88), which has more training data with an 80:20 data split. Based on Figure 21, 
the AUC values confirm that the 70:30 model (AUC 0.788) has a slightly better overall 
performance than the 60:40 model (AUC 0.730).

Figure 21. ROC Curve for the other two models

Word Cloud 

A word cloud is an electronic image showing the collection of words in different sizes or 
series of texts. The words' size differs according to how often they are found in the text 
(Boost Labs, 2020). A word cloud is an excellent option for quickly gaining insight into 
the most used words and helps to interpret the text visually. The word cloud is generated 
for this project to give additional information about the dataset. Figure 22 shows the word 
cloud for the positively labeled tweets. The figure highlights the word ‘climate action’ since 
this word appeared in most of the text. In Figure 22, words such as ‘solutions,’ ’save’ and 
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‘change’ show that the positively labeled tweets are aware of climate change. Based on 
Figure 8, more positive tweets have been scrapped than negative ones. This shows that 
people were actually aware of climate change on Twitter. 

Figure 22. Word cloud for positively labeled tweets

Comparison Between Similar Works

This section compares the proposed project's accuracy values with similar climate change 
projects that utilized various methods and algorithms. Table 3 shows the accuracy score 
for each system.  

Table 3 
Comparison of accuracy between similar work

References Algorithm/Methods Accuracy
Anoop et al. (2024) Support Vector Machine 88.66%
Thenmozhi et al. (2024) Support Vector Machine 76%
Anhsori & Shidik (2024) Support Vector Machine 75.42%
Proposed system Support Vector Machine 91%
Ruz et al. (2020) Dataset 1

Random Forest 72.5%
Naïve Bayes 74.2%
Tree-augmented Naïve Bayes 72.1%
Support Vector Machine 81.2%
Dataset 2
Random Forest 85.8%
Naïve Bayes 78.1%
Tree-augmented Naïve Bayes 80.8%
Support Vector Machine 82.9%
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Based on Table 3, the research carried out by Anoop et al. (2024) and Ruz et al. 
(2020) has generated good performances with an accuracy of more than 80% for the SVM 
classifier. As for research done by Thenmozhi et al. (2024) and Anhsori and Shidik (2024), 
the SVM classifier has also generated more than 70% acceptable accuracies. This similar 
research has analyzed the public sentiments on climate change based on Twitter data. In 
the research by Ruz et al. (2020), the dataset has been divided into two datasets. In dataset 
1, the SVM algorithm gives the best accuracy score compared to other algorithms that 
have been implemented. Meanwhile, in dataset 2, the SVM algorithm still scores a high 
accuracy of more than 80%. Also shown in the table, the proposed system achieved a score 
of 91%, which is higher accuracy than other comparable works carried out using different 
algorithms. In light of this, it can be shown that the suggested project is more effective and 
superior in categorizing tweets about climate change awareness.

Discussion

The evaluation parameters used to evaluate the performance of this project's SVM classifier 
model are the accuracy score, confusion matrix, classification report, and ROC curve. This 
section elaborates on the evaluation results and discusses the possible outcomes if the 
training and test sizes differ. The first evaluation parameter used in this project is accuracy. 
Accuracy is defined as the ratio of correct predictions to the total dataset size. In this study, 
the model achieved an accurate score of 91%. As Barkved (2022) stated, accuracy above 
70% indicates an optimal model performance. High accuracy indicates how well the 
model correctly predicts all labels. However, as noted by Khalid (2021), higher accuracy 
does not necessarily mean exceptional model performance, as accuracy considers only the 
overall correct predictions without accounting for the performance of individual labels. 
Accordingly, a confusion matrix, classification report, and ROC curve were generated to 
assess the machine learning model's performance quantitatively. In accordance with the 
results obtained in this section, the SVM classifier model in this project is excellent and 
reliable in classifying the sentiment on awareness of climate change among the public.

Contribution of Study 

It is important to make the public realize the consequences if no action is taken to prevent 
climate change. This study applies data mining on Twitter to find the sentiment on awareness 
of climate change for the targeted users for this project, which are authorities such as 
governments and non-governmental organizations (NGOs), to help them tackle the climate 
change issue. The realization of creating a society that is very aware is vital to ensure they 
practice the initiatives to sustain the environment. Therefore, this study highlights how 
the targeted users can use Twitter for beneficial use, especially in finding a small quantity 
of awareness to address climate change issues. Besides that, this study also contributes to 
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knowing the trending words that Twitter users use to crusade about climate change. With 
this study, society can also launch an awareness campaign and educate the people who 
tweet ignorant comments about climate change. 

As for the machine learning algorithm implemented in this study, SVM showed good 
performance with a high accuracy of 91%. For several reasons, researchers in sentiment 
analysis are still implementing SVMs compared to deep learning models. First, SVM is 
computationally efficient, requiring less computational power and training time compared 
to deep learning models, which is particularly advantageous when resources are limited. 
Second, SVM performs well with smaller datasets, while deep learning typically requires 
large-scale data to avoid overfitting and achieve high accuracy (Mustapha et al., 2024). 
Third, SVM is easier to interpret and tune compared to the complex architectures of deep 
learning models, making them suitable for studies focusing on simplicity and transparency 
(Thenmozhi et al., 2024). Additionally, in some sentiment analysis tasks with well-
structured features, SVM can achieve comparable performance to deep learning, providing 
a robust baseline for comparison (Maada et al., 2022). This makes SVM a valuable tool 
for research and applications where simplicity, speed, or data scarcity are concerns.

CONCLUSION

This study successfully analyzed public sentiments on the awareness of climate change 
based on the Support Vector Machine (SVM) algorithm. The SVM classifier could classify 
the Twitter data into positive (aware) and negative (not aware) polarities with a good 
accuracy of 91%. This shows that the SVM classifier is capable and reliable in solving this 
sentiment classification problem. The exploratory data analysis found that more people were 
aware of climate change situations from the tweets. The significance of the study is that 
the government could use the study's results and non-governmental organizations (NGOs) 
to help them increase public awareness and tackle the climate change issue. In Malaysia, 
the Ministry of Natural Resources, Environment and Climate Change is responsible for 
handling environmental problems. Environmental NGOs are vital in raising climate 
change awareness within communities and supporting governments in formulating and 
implementing adaptive measures. The public needs to be alerted to act before it is too late 
to save themselves from climate consequences. The increasing impacts of climate change 
have made humanity and nature suffer from extreme weather, worst storms, unusually heavy 
rain, more flooding, melting glaciers, and rising sea levels. Preventing climate change is 
beneficial to humans, wildlife, and nature. As for the SVM classifier, the recommendation 
for future work is to make an option for a language other than English or to create a 
multilingual classifier model. Currently, the classifier is able to process tweets in English 
only. Another suggestion is to use word ambiguity approaches such as SentiWordNet to 
define polarity based on the sentence context, due to the incorrectly classified tweets if the 
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users use sarcasm or double-meaning words. Future works also include comparing SVM 
with other well-known classification algorithms for sentiment analysis, namely the Naive 
Bayes, Random Forest, and deep learning algorithms such as CNN and RNN.
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